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Tutorials

• Tutorials are based on the book
„Master Machine Learning Algorithms“
(big thanks to Jason Brownlee, 
www.machinelearningmastery.com)

• All tutorials are pre-implemented in Excel 
(Excel spreadsheet will be provided)

• All Excel spreadsheets have to be re-
implemented in Python
– You will roughly need 30 min to read the provided 

tutorial

– Please try to re-implement each spreadsheet in 
Python (probably it will take 30 minutes per 
spreadsheet)

• If you do not have any Python experience, 
please do this free tutorial:
https://www.codecademy.com/learn/learn
-python

The tutorials are optional and not relevant for the 
oral exams

http://www.machinelearningmastery.com
https://www.codecademy.com/learn/learn-python
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Lecture Overview

1. Introduction: The ABC of AI 7. Supervised Learning: (Deep) Neural Networks

Tutorial 1: Machine Learning Basics Tutorial 7: Naïve Bayes

2. AI Methods & Automotive Value Chain 8. Vision: One SOP per day 

Tutorial 2: Linear Regression Tutorial 8: Gaussian Naïve Bayes

3. Autonomous Driving & Computer Vision 9. Mission: Own your Code! Own your Data!

Tutorial 3: Linear Regression Gradient Descent Tutorial 9: k-Nearest Neighbors

4. Supervised Learning: Regression 10. Organization: Building HPT

Tutorial 4: Logistic Regression Tutorial 10: Support Vector Machines

5. Supervised Learning: Classification 11. Q & A – Exam

Tutorial 5: Linear Discriminant Analysis 12. Bonus: 3 to 4 presentations from our PhD students

6. Unsupervised Learning: Clustering

Tutorial 6: Classification and Regression Trees
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Agenda

02

03

04

01

75%

Introduction (Training / Validation)

Methods 
(Logistic Regression, Nearest Neighbors, Support Vector Machines)

Applications

Summary
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Classification

Definition: “Systematic arrangement in groups or categories 
according to established criteria”

https://www.merriam-webster.com/dictionary/classification

Photo by Sereja Ris on Unsplash Photo by Hari Menon on Unsplash

https://www.merriam-webster.com/dictionary/classification
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Classification
“Systematic arrangement in groups or categories 

according to established criteria”
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Recap – Supervised & Unsupervised Learning

Clustering Regression Classification 

- Predicting 
numerical 
values

- Supervised

- Predicting 
discrete valued 
output

- Supervised

- Predicting 
discrete valued 
output

- Unsupervised
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Applications

Clustering Regression Classification 

- House prices
- Sales planning
- Child’s weight 

gain

- Object 
detection

- Spam 
detection

- Cancer 
detection

- Genome 
patterns

- Personalized 
news

- Point Cloud 
(LIDAR) 
processing
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Data
(Features)

Classes

Classifier

Email (Keywords, …) Spam? Yes/No
Tumor (Size, …) Malignant? Yes/No

Object (Color, …) What type? Cat/Car/Fruit/…
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Classic Method vs. Machine Learning Method

• E.g. Decision tree
– Use a-priori knowledge to formulate

classification rules

Banana LemonApple

Shape

Color

red

yellow

roundlong

§ Advantages of machine learning
ú Automatic generation of a-priori knowledge
ú Automatic generation of complex classification rules
à Suitable for extreme large datasets



11 Artificial Intelligence in the Automotive Industry – Dr. Michael Nolting

Classification - Example

Object
Classification

Object
Detection

Object
Tracking
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Formal Definition - Classification

CM(θ):D à Y

- Classifier C
- Model M with parameter θ
- Data space D
- Labels Y
- Training Data O    D with known labels

- Training: Given O, find optimal parameter θ
- Classification: Apply CM(θ) on objects from D

⊆
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Supervised Learning - Classification

Labeled Data

Training-Set

Classifier

Training

Adjustment
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Classifier Training – Balls?

Size

Weight

Basket balls

Foot balls

Bowling balls
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Supervised Learning - Classification

Labeled Data

Training-Set

Classifier

Training

Test-Set

Quality

(Hidden labels)

Validation

Adjustment
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Quality Measures for Classifiers
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Evaluation of Classifiers

• k-fold Cross Validation (e.g., 3)
–Decompose data set evenly into k subsets of (nearly) 

equal size
– Iteratively use k–1 partitions as training data and the 

remaining single partition as test data.

• Additional requirement: stratified folds
– Class distributions in training and test set should 

represent the class distribution in D (or at least in O)

• Standard: 10-fold stratified cross validation

Fold #1 - Car Fold #2 - Car Fold #3 - Pedestrian

Set #1 T T V

Set #2 T V T

Set #3 V T T
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Confusion Matrix

Cat Dog

Cat 5 2

Dog 3 3

Pr
ed

ic
te

d
cl

as
s

Actual class

TP

FN TN

FP Positives

Negatives

13 animals (8 cats, 5 dogs)

- Recall: TP/(TP+FN)
- Precision: TP/(TP+FP)
- Specificity: TN/(TN+FP) 

- True Positives: TP
- False Positives: FP

(type 1 error)
- True Negatives: TN
- False Negatives: FN 

(type 2 error)

Predicted condition
positive

Predicted condition
negative
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Overview of Methods

Size

Weight

1. Decision Trees

2. Logistic Regression

3. Nearest Neighbors

4. Support Vector Machine

5. Neural Networks

6. …
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Recap Linear Regression

x (Size of flat)

y
(Monthly

cost)

y = hΘ(x), y ∈ R
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Linear Regression for Classification

x (size of tumor)

y
(Malignant)

0

1

y = hΘ(x), y ∈ R
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Sigmoid Function

t e−t 1+ e−t 1/ (1+ e−t )

1 2 0,5
→∞

→−∞
0

→∞→∞

→ 0 →1 →1

→ 0
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Logistic Regression

Size of tumor

Malignant

0

Probabilistic classification:

y = sig (hΘ(x)), y 0,1] [

1
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Logistic Regression is Powerful

https://research.fb.com/publications/practical-lessons-from-predicting-clicks-on-ads-at-facebook/
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Discussion Logistic Regression

• Pros:
– Implementation: Easy to implement and to apply 
–Probabilistic: Returns the probability of an object whether it is in a 

certain class
–Computation: Simple and quick training phase
– Insights: Returns easy-to-understand parameter-based model, no 

black-box

• Cons:
–Linearity: Hard to apply to non linear problems
–Overfitting: Training data has to be balanced and well chosen
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Nearest Neighbor

Size

Weight

We instant-based classify a new object based on it´s nearest neighbor
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Nearest Neighbor - Instance based learning

• No training and test phase
• No generated model

• Store labeled training data 
• Points in a metric space

• Process training data when a new object should be classified
• „lazy evaluation“

• Tradeoff between time and complexity
• Hard to build a model based on a large dataset but it is easy 

to apply
• Easy to save the large dataset but hard to search 

(high latencies) 
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Nearest Neighbor Flavors

1. NN Classifier
Only the nearest neighbor

2. k-NN Classifier
k nearest neighbors (k>1)

3. Weighted k-NN Classifier
The weighted distances to the k nearest neighbors

4. Mean-based NN Classifier
The closest mean position of a class
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Nearest Neighbor Flavors: NN 

Size

Weight

NN Classifier: Take only the nearest neighbor into consideration.

?
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Nearest Neighbor Flavors: k-NN 

Size

Weight

k-NN Classifier: Take k nearest neighbors (k > 1) into consideration.

?
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Nearest Neighbor Flavors: Weighted k-NN 

Size

Weight
Weighted k-NN Classifier: Use weights for the classes 

of  
the K nearest neighbors

?
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Nearest Neighbor Flavors: Mean-based NN 

Size

Weight
Mean-based NN Classifier: Consider the closest mean 
position of a class

?
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k-NN Classifier

• How to choose k?
–Generalization vs Overfitting
– Large k: Many objects from different classes
– Small k: Sensitivity against outliers
– Practice: 1 << k < 10

k=1

k=7

k=17

?
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Weighted k-NN Classifier

• How to weight the neighbors?
– Frequency of the neighbors’ class
–Distance to the neighbors

Normal
Weighted (Frequency)
Weighted (Distance)

k=7

?
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Discussion of NN Classifiers

• Pros:
– Applicability: Easy to calculate distances
– Accuracy: Great results for many applications
– Incremental: Easy adoption of new training data
– Robust: Handles noise by averaging (k-NN)

• Contras:
– Efficiency: Processing complexity increases with training data 
• Counteracting by setting up an index structure (requires training phase)

–Dimensionality: Not every dimension may be relevant / curse of 
dimensionality
• Weight dimensions (scale axes)

• Not Pro not Con:
–Does not yield explicit knowledge about classes
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Support Vector Machines (SVM)

• Linear separation
–Objects in Rd

–Two classes
–Hyper plane separates 

both classes

• Training
–Compute hyper plane

• Classification
–Distance to hyper 

plane
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SVM - Maximum Margin Hyperplane (MMH)

𝛿

• Max. distance to hyper 
plane
–At least δ (margin)

• High generalization
–Maximum of stability

• Support vectors
– Only depending on objects 

with distance δ

Support vectors
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SVM – Formal Definition

𝛿

• Training data: (x1, y1) … (xn, yn) 
with

• Hyper plane: 
with w normal vector,        offset from
origin,

• Margin:

• Training: Minimize
with                                        for i=1... n 

• Classification:
if                          y=1; else y=-1
with Data

x ∈ Rd, y ∈ {−1,1}

w ⋅ x − b = 0
b
w

δ =
1
w

yi (w ⋅ xi − b) ≥1
w

(w ⋅ x − b) ≥ 0,
x ∈ Rd
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SVM - Soft Margin

§ Linear separation
ú Not always possible
ú Not always optimal

§ Tradeoff between Error and 
Margin
ú Allow classification error to 

maximize margin
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SVM - Space Transformation

§ Non Linear data
ú Too many errors with Soft Margin

§ Use higher dimensional space
ú Increase dimensions until linear separation is 

possible
ú Transform Hyper plane back to lower 

dimensions
ú Hyper plane becomes non-linear

§ Example: Quadratic transformation 
ú Hyper plane becomes polynomial of degree 2
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SVM – Kernel Machines Visualization

https://www.youtube.com/watch?v=9NrALgHFwTo
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SVM - Kernel Machines

§ Space transformations
ú Lower to higher dimensions
ú Computational complex

§ Hyperplane transformation
ú Higher to lower dimension
ú Feasibility not guaranteed
ú Computational complex

§ Kernel
ú Computational elegant
ú Calculate dot product without full space

transformation
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SVM - Kernel Machines

Replace the scalar product with a non-linear kernel function

1. Polynominal: 
k(xi, xj) = (xi xj)d

2. Gaussian radial bias function (RBF):
k(xi, xj) = exp (-λ ||xi – xj||2) for λ>0

3. Linear, Sigmoid, Hyperbolic ...

⋅
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SVM – Kernel Examples

With space transformation:
1. f:R3   R9

f(x)=(x1x1, x1x2, x1x3, x2x1, x2x2, x2x3, x3x1, x3x2, x3x3)
x=(1,2,3), y=(4,5,6)
f(x)=(1,2,3,2,4,6,3,6,9)
f(y)=(16,20,24,20,25,30,24,30,36)
f(x)  f(y)=16+40+72+40+100+180+72+180+324=1024

With kernel trick:
1. k(x,y) = (x  y)2
2. k(x,y)=(4+10+18)2=322=1024

à No transformation to R9 required

⋅

⋅

→
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Discussion SVM

• Pros:
– Accuracy: High classification rate
– Effective: Even when number of dimensions > number of samples
– Robust: Low tendency to overfitting
– Compact Models: “Plane in Space”
– Versatile: Different Kernel Function

• Cons:
– Efficiency: Long training phase
– Complexity: High implementation effort
– Black-Box: Hard to understand models



47 Artificial Intelligence in the Automotive Industry – Dr. Michael Nolting

Agenda

02

03

04

01

75%

Introduction (Training / Validation)

Methods
(Logistic Regression, Nearest Neighbors, Support Vector Machines)

Applications

Summary



48 Artificial Intelligence in the Automotive Industry – Dr. Michael Nolting

Classification for Automotive Technology

• Example: Perception
– Camera outputs pixel array
– Classification adds value to

each pixel

– Pixel segmentation
–Object detection
–Object tracking
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Vehicle Detection and Tracking

[10]
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Vehicle Detection and Tracking

1. Get training data

2. Extract features from images

3. Generate a model based on the features

4. Take one video frame and classify the features of the sub-images

5. Merge classified areas
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Training Data

• Required label: „car“ or „no car“

• Required Images: 
– Same format used for classification
– Represenative for what we expect to find in the videostream
– 8000 images (90 % training and 10 % test)

www.cvlibs.net/datasets/kitti/

http://www.cvlibs.net/datasets/kitti/
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Training Data

• How to get labeled data?
– Label data by yourself
– Pay someone else to label your data
– Let other label your data for free

• Collection of labeled data
–Digits: MNIST
• http://yann.lecun.com/exdb/mnist/
• 70k images

– Cars: KITTI
• www.cvlibs.net/datasets/kitti/
• 80k images

[12]

http://yann.lecun.com/exdb/mnist/
http://www.cvlibs.net/datasets/kitti/
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Feature Extraction

• Histogram of Oriented Gradients (HOG)
– compressed & encoded version of the image

https://eu.udacity.com/course/self-driving-car-engineer-nanodegree--nd013

https://eu.udacity.com/course/self-driving-car-engineer-nanodegree--nd013
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Build SVM Classifier

• Machine learning libraries (python)
– scikit-learn (http://scikit-learn.org/)

>>> from sklearn import svm
>>> clf = svm.SVC()
>>> clf.fit(training_features, training_labels) 
>>> clf.score(test_features, test_labels)
>>> clf.predict(new_feature) 

– Training: 1.44 Seconds  
– Test: Accuracy = 0.9848
– Prediction: 0 or 1

http://scikit-learn.org/
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Classifiy sub-images 

• Produce sub-images of each frame for the classification

https://eu.udacity.com/course/self-driving-car-engineer-nanodegree--nd013

https://eu.udacity.com/course/self-driving-car-engineer-nanodegree--nd013


56 Artificial Intelligence in the Automotive Industry – Dr. Michael Nolting

Merge classified areas 

• Merge classes of sub-images

[10]
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1. Classification a supervised learning problem and is about assigning given classes 
to data.

2. We need labeled data for training and validation (hidden label). 
3. We have several criteria to measure the quality of a classifier. 
4. The concepts of Logistic regression, Nearest Neighbor and SVM 
5. We can use linear regression together with a sigmoid function as classification 

method. 
6. Nearest Neighbor is an instance based learning method, no training is required. 
7. SVMs are linear classifier using a maximum margin hyper plane.
8. With the kernel trick, SVMs can be used for non linear classification.
9. Classification is very important for the perception, eg. in cars.
10. Acquiring lots of labeled data is a problem.
11. We have access to good and easy to use python libraries for classification. 
12. We have to extract features from images for the classification.

Summary


