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Tutorials

« Homework will be reading the book from

Gene Kim ,The Phoenix Project*

The homeworks are optional and not relevant for the exam

A Novel About [T,
DevOps, and Helping
Your Business Win

Geoe Yam, Kevin Belr,
and Gecege Spafiord
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L ecture Overview

1. Introduction: Why Digital & Data Transformation

Homework 1: Reading 60 mins the Phoenix Project
2. The World is Changing: ACES & VUCA

Homework 2: Reading 60 mins the Phoenix Project

3. The Technological Disruption

Homework 3: Reading 60 mins the Phoenix Project
4. Challenges for the Transformation - Innovation
Homework 4: Reading 60 mins the Phoenix Project
5. Challenges for the Transformation - Legacy
Homework 5: Reading 60 mins the Phoenix Project
6. How to Transform Into a Techgiant

Homework 6: Reading 60 mins the Phoenix Project

7. Culture & Organization

Homework 7: Reading 60 mins the Phoenix Project
8. Examples of Digitalization Projects |

Homework 8: Reading 60 mins the Phoenix Project
9. Examples of Digitalization Projects Il

Homework 9: Reading 60 mins the Phoenix Project
10. TESLA as THE Digital Player

Homework 10: Reading 60 mins the Phoenix Project

11. Q & A— Exam

Dr. Michael Nolting f g
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Technological Disruption

A technological disruption occurs when a new piece of technology,
called disruptive technology, changes the way consumers,
businesses, and industries operate. When they're first developed,
disruptive technologies often create a new market. They establish
their own value networks and are typically risky outliers when
they're introduced.
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Hype Cycle for Artificial Intelligence, 2022

Synthetic Data

Smart Robots
Foundation Models — Edge Al
Responsible Al I Knowledge Graphs

Generative Al

Neuromorphic
Computing ModelOps

Operational Al Systems

Al TRiSM
Composite Al

Natural Language Processing
Digital Ethics
Decision Intelligence

Expectations

Al Maker and
Teaching Kits p
Data-Centric Al Computer Visien
Al Cloud Services

Causal Al

Data Labeling and Annotation
Intelligent Applications

Physics-Informed Al

Artificial Autonomous Vehicles

General
Intelligence
Peak of
Innovation Inflated Trough of Slope of Plateau of
Trigger Expectations Disillusionment Enlightenment Productivity
L]
Time

Plateau will be reached:
() less than 2 years @ 2to5 years @ 5 to 10 years A more than 10 years () obsolete before plateau As of July 2022

gartner.com

Source: Gartner
@ 2022 Gartner, Inc. and/or its affiliates. All rights reserved. Gartner and Hype Cycle are registered trademarks of Gartner, Inc. and its affiliates in the U.S. 1957302 G a rtnerw
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Units of $500m

W Deep Leaming ™ Computer Vision ™ Natural Language Processing (NLP)

20 2019 2020 2021 2022 2023

2015 2016 2017

2013 2014

https://imww.ifc.org/wps/wecm/connect/7c21eaf5-7d18-43b7-bcel-864e3e42de2b/EMCompass-Note-75-Al-making-transport-safer-in-Emerging-Markets. pdf

Dr. Michael Nolting f
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Software Development

Al, ML and Data Engineering InfoQ Trends Report - August 2022
http://infoq.link//ai-ml-data-engineering-trends-2022

Cloud agnostic computing for
Al

Knowledge Graphs

Al pair programmer (Github
Copilot)

Synthetic Data Generation
Brain-Computer Interfaces

Automated machine learning
(AutoML)

Robotics
Edge inference/model training

Neuro-symbolic computing

Large-scale distributed deep-

Robotics and VR/AR/MR/XR
MLOps

Natural Language
Understanding

Natural Language Generation
Cognitive Services

Image recognition

Natural Language Processing
Graph Data Analytics

loT Platforms

CHASM

Deep Learning
Digital Assistants

Stream processing (includes
"as a Service")

Apache Flink

Apache Beam

Distributed computation (e.g.

Storm)

Iea_rnin_g Computer Vision (CV)
Innovators Early Adopters Early Majority
Al, ML, and Data Engineering InfoQ Trends Report—August 2022
7

InfoQ

Recommendation engines
Streaming data analytics
Spark Streaming

Resource negotiators
(YARN,K8s)

Data Lake as a Service
NoSQL Databases
In-memory data grids

"Big Data" technologies
(e.g. Hadoop, Spark)

MapReduce

Late Majority

3%\1
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Agenda

Big Data

Cloud

Algorithms

Summary

®D
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The ABC of Al:
Algorithms, Big Data and Cloud

Big Data. Algorithms

ololo Dmmm@@@
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Computing steps per second (per $)

Mechanical

1E+09
1E+07
1E+05
1.000
10
0.1

0.001

IBM
Tabulator

1E-05

1E-07 Analytical

Engine
1E-09 [
- - - - -
({e) (L) ({e) ({e) (L)
(=} o = - N
o o1 o o1 o

10

Gc6T

0€6T

Why? Moore’s Law

NVIDIA Titan

Relais Tube Transistor Integrated Circuit X

IBM 360

Coloss!

GE6T
01767
G761
0567
GG6T
0967
G967
067
G167
0867
G867
0667
G667
000¢
S00¢C
oto0c
G10C
0coc¢

)
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History of Al

2 2

Inputs  Weights .

Wi

s
A B

y Qm?

Iz

s

Threshold T

C
1943: McCulloch & Pitts — 1951: Turing — Machine
Foundations for artificial neuronal Intelligence
network
S RULE-BASED
B
> Hello, I am Eliza. B i on,
* I am afraid.
> How long have you been afraid?
* Since midterms.
> Tell me more...
* I am afraid that I will fail
my course.
> Do you enjoy being afraid that
2 =X you will fail your course?
~~ 3 < ol | |
1956: McCarthy — Artificial 1966 Weizenbaum —
Intelligence NLP Eliza

11 Dr. Michael Nolting f
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Q Q-

7
Input x O Q
| 4\

O =0

1986: Hinton — ANN
Backpropagation

vy
\, N
“‘

. ! - o °
sza,oooI i “[$77,147I
- = - A0 —

2011: IBM Watson — Defeat
Human in Jeopardy Game

12

History of Al

2005: Al Big Bang — GPUs
and Data

2016: Google AlphaGo —
Defeat Human in Go

2009: Google — Self Driving
Car

“Hi, I'm calling to book a
women's haircut for a client.”

2018: Google Duplex — Personal
Assistant

< QA
y N

C [2))

Dr. Michael Nolting N (W
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Days

13

... and it is accelerating!

6 days

) e—

2 GTX 580s

Factor 500 in
Syears

18 minutes

DGX-2
Dr. Michael Nolting
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Error rate

15

0,3

0,25

0,2

0,15

0,1

0,05

Superhuman Accuracy

NEC UIUC

AlexNet / SuperVision

Clarifai

Trimps-Soushen

SE-ResNet152 / \g/lw

2011 2012 2013 2014

—— Algorithm‘s performance

2015

2016 2017 today

----- Human performance

Dr. Michael Nolting
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Agenda

Big Data

Cloud

Algorithms

Summary
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Big Data is everywhere

550 millions of
tweets

2,7 billions
facebook users

1,9 billions of
youtube users

D@
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Big Data

Variet
Volume iructured d ty
Yottabytes (un)structured data
Zettabytes ERP / CRM
Exabytes Web data (logs, targeting, offer history)
Petabytes User click stream | Sensors / RFID / Devices
Terabytes text data
Big Data
Pattern recognition / data Mining
Real-time Prediction
Milliseconds Data mining
Seconds Text mining
Minutes Visualization | Real-time |Analytics
Velocity Value
Source: http://www.bitkom.org/de/publikationen/38337_73446.aspx
// ;\\\\T\
2
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Tools
(Big Data history)

Google File System Map Reduce Big Table
(2003) (2004) (2006)

] A
} [] O\
N L -0 BE

OO

-~ =

| Apache Hadoop | | ApacheHBase || Cassandra |
Percolator Pregel Dremel
(2010) (2010) (2010)
1 O>0O>0«0
= \ 2 O+0«0 @
30«0 060

~ = ~ =

[ Twitter Storm || Yahoo S4 | [ Apache Giraph || Microsoft Trinity | Apache Drill Cloudera Impala
Titan Tez/Stinger / " Q

I .:',.'
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Why Big Data?

Legacy approach (Oracle, IBM, ... data warehouse):
—Scale vertically
- Single extra large server
* Very limited number of CPUs and RAM
- Attached storage array

—Limited analytics possibilities
» Server bandwidth constraints
* CPUs have to fit into one server

—Cost approx. $ 15,000 / TB data
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Why Big Data?

Big Data approach (Hadoop, Spark, ...):
—Scale horizontally
- Many small servers
* Lots of CPUs and RAM

—New opportunities for Deep Analysis:
* Massive 10 enables
—Unstructured data analytics
—Complex machine learning algorithms

—Cost approx. $ 1,000/TB data
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Agenda

Big Data

Cloud

Algorithms

Summary
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Cloud Computing: Definition

Cloud computing is the delivery of
computing as a service rather than a
product, whereby shared resources,
software, and information are provided - LB
to computers and other devices as a
utility (like the electricity grid) over a &

: 3
network (typically the Internet).

Source: https://www.zdnet.de/88289874/cloud-
monitor-65-prozent-der-unternehmen-nutzen-
bereits-cloud-computing/

Clouds can be classified as public,
private or hybrid.

Y

< D“\\
) }I |||
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Mass Distribution by AWS

* Yield-Management of Amazon
Web Services (90% of its
capacity was not used all the
time)

CAPEX o

.\c\ \)06 I :
’b(’ J N
: R S
Capacity 4%64 | \
\
4 © 1 )

e A

Rising
demand
scenario

falling
demand
— scenario
Time
Demand Classic Capacity Cloud Capacity
Capacity vs Utilization curves ®
/ QA
Py '\\___\,__
1Y)

N ™)
/4
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Frankly speaking...
Cloud Computing is like Car Sharing for IT infrastructure:

- Pay as you go
- ,l only pay the CPU | used. “

- Scaling up, when needed
- ,1,000 of servers with one click. “

- No up-front investment needed

- ,Why set up an infrastructure with thousands of
servers, when | do not need them all the time?“
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A

abstraction level

History of Cloud Computing

Cloud
Computing

Hosted/Co-Located
environments

Client Server
architecture

Rise of the PC

Mainframes

Before 1970

Decentralized / start of virtualization

1980-1990

1990-2000

2000-2010 Since 2010

Consistent implementation of virtualization / massive

outsourcing

d
Dr. Michael Nolting @ @
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A

Cloud Computing Service Pyramid

 Target group:
Customers

 Target group:
Platform As A Developers
Service

 Target group:
IT / Admins

Added value

Infrastructure As A Service

Source: https://www.rackspace.com/knowledge_center/whitepaper/moving-your-infrastructure-to-the-cloud-

how-to-maximize-benefits-and-avoid-pitfalls

27 Dr. Michael Nolting
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Cloud
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Algorithms

Deep
Learning
)
(&)
C
©
=
e,
o
al
Traditional
algorithms

Amount of data
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30

Great Advantage of Deep Learning

Output
A
Mapping
Output Output from
Features
A A y N
Mapping Mapping Additional
Output from from abstract
Features Features Features
y N A A y N
Hand Hand Simple
Designed Designed Features Features
Programm Features
A A A A
Input Input Input Input
Rule- Classic Deep
based Machine Learning
Learning Representation

Learning

Dr. Michael Nolting
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Gartner Hype Cycle for Emerging Technologies (2021)

Trust, Growth, Change

Nonfungible Tokens (NFT)

_ Data Fabric
Employee Communications Decentralized Identity
Applications .
Composable Applications | '

Al-Augmented Software Engineering

Generative Al D
Multiexperience /

Digital Humans
Active Metadata
Management

Real-Time Incident ’
Center-aaS

Decentralized Finance
Composable Networks
Self-Integrating

EXPECTATIONS

Applications Homomorphic
Sovereign Cloud Encryption
Physics-
Informed Al Industry Clouds
Named Data
Networking Machine-Readable Legislation

( i Influence Engineering

Quant:‘nc A, Al-Driven Innovation
.r‘" Al-Augmented Design
Digital Platform Conductor Tools As of August 2021
Innovation Peak of Inflated Trough of Slope of Plateau of
Trigger Expectations Disillusionment Enlightenment Productivity
TIME
Plateau will be reached: <2vrs. 2-5vrs. @ 5-10vrs. /% >10ws. % Obsolete before plateau

Source: Gartner (August 2021)
747576

Gartner Identifies Key Emerging Technologies Spurring Innovation Through Trust, Growth and Change
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Summary

1. Digital transformation will be driven by Al,
which needs data, cloud and scalable
algorithms

2. Data will be harnessed from people (social
networks) and machines

3. Algorithms like deep learning scale with the
amount of data fed into

4. Clouds will provide the needed processing
power but must be trustworthy

R
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